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FIGURE 8A
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1
METHOD AND SYSTEM FOR RECOVERING
CRYPTOGRAPHIC OPERATIONS AND/OR
SECRETS

CROSS-REFERENCED TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 61/481,463, filed May 2, 2011. The forego-
ing application is incorporated by reference in its entirety.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a system for recovering cryptographic
operations and/or secrets, according to an embodiment.

FIG. 2 illustrates modules comprised in the system for
recovering cryptographic operations and/or secrets, accord-
ing to an embodiment.

FIG. 3 illustrates a transient cryptographic operation (e.g.,
secret) within multiple rounds of other cryptographic opera-
tions, according to an embodiment.

FIGS. 4 and 6 illustrate avalanche effect information,
according to some embodiments.

FIG. 5 illustrates a method of identifying a cryptographic
operation, according to an embodiment.

FIG. 7 illustrates an algorithm for identifying and recover-
ing the input and the output of block ciphers, according to an
embodiment.

FIG. 8A shows an algorithm for a hash function, according
to an embodiment.

FIG. 8B shows a sketch implementation in ECB charging
mode, according to an embodiment.

FIG. 9 illustrates the avalanche effect observed during
execution of a block cipher encryption, according to an
embodiment.

FIG. 10 illustrates examples of the different patterns of the
avalanche effect between a hash function and a cipher,
according to an embodiment.

FIG. 11 illustrates under different modes of operation pat-
terns of the avalanche effect, according to an embodiment.

DETAILED DESCRIPTION

Software analysis, forensics, and reverse engineering seek
to understand the inner workings of software. With respect to
malware, this may help defend against malware. To prevent
themselves from being analyzed and reverse engineered, soft-
ware and malware often use cryptographic algorithms to pro-
tect their code and communications. To prevent the
in-memory cryptographic secrets from being recovered by
searching tools, software may make the cryptographic secrets
transient (e.g., existing in memory for a short time period) by
encrypting or destroying the secrets immediately after using
them at runtime. In addition, multiple rounds of encryption
may be utilized.

FIG. 1 depicts a system 100 for recovering cryptographic
operations and/or secrets, according to an embodiment of the
invention. A cryptographic operation may comprise: a public
key cryptographic algorithm, a block cipher, a stream cipher,
or a hash, or any combination thereof. System 100 may com-
prise a network 102 that may allow communication between
a client 101, server 103, encryption sources 105, and recov-
ering cryptographic operations and/or secrets system 104.

A user at client 101 may access system 104 over a network
102 via server 103. Encryption sources 105 may store infor-
mation of existing software that may be provided to the sys-
tem 104. The type of information stored in encryption sources
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2

105 may include various types of software programs (e.g.
malware, versions of a software program, media editing pro-
grams, web browsers, etc.).

Network 102 may comprise any type of wired or wireless
communication channel capable of sharing information
between nodes. This may comprise: a local area network, a
wide area network, the Internet, or a combination of net-
works.

The term “server” as used throughout this disclosure may
refer generally to a computer, other device, program, or com-
bination thereof that processes and responds to the requests of
remote users across a communications network. Servers may
serve their information to requesting “clients.” The term “cli-
ent” as used herein may refer generally to a computer, other
device, program, or combination thereof that is capable of
processing and making requests and obtaining and processing
any responses from servers across a communications net-
work.

Encryption sources 105 may comprise computer storage
media. Computer storage media may comprise volatile and
nonvolatile, removable and non-removable media imple-
mented in any method or technology for storage of informa-
tion such as computer readable instructions, data structures,
program modules, or other data. Computer storage media
includes, but is not limited to, RAM, ROM, EEPROM, flash
memory, or other memory technology, CD-ROM, DVD, or
other optical storage, magnetic cassettes, magnetic tape,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store the desired
information and which can be accessed by client 101 and
server 103. Any of'the encryption sources 105, may be part of
client 101, server 103, or exist separately.

FIG. 2 depicts modules comprised in system 104, accord-
ing to an embodiment of the invention. System 104 may
comprise: database 130, setup/maintenance screens 135, user
interface screens 140, a dynamic binary analysis module 120,
or an offline analysis identification module 160, or any com-
bination thereof. The binary analysis module 120 may gen-
erate run-time information relating to tainted information.
(Note that the binary analysis module 120 may be run offline
and/or online (e.g., dynamically).) The identification module
160 may identify cryptographic operations, boundary infor-
mation, key information, or any combination thereof. (Note
that the identification module 160 may be run offline and/or
online (e.g., dynamically).) The identification module 160
may comprise an identify cryptographic operations module
161, an identify boundary information module 162, or an
identify key module 163, or any combination thereof.

FIG. 3 illustrates a transient cryptographic operation (e.g.,
secret) within multiple rounds of other cryptographic opera-
tions, according to an embodiment. Nested cipher 1 and
cipher 2 are shown as one big cipher.

FIG. 4 illustrates an avalanche effect, according to an
embodiment. The avalanche effect refers to the desirable
property of cryptographic algorithms (e.g., public key cryp-
tographic algorithms, symmetric cryptographic algorithms,
hash functions) where a slight change (e.g., flipping a single
bit) in the input causes significant changes (e.g., half the
output bits flip) in the output. Non-cryptographic operations
rarely display the avalanche effect. Thus, the avalanche effect
may be a defining characteristic of some cryptographic func-
tions.

Another feature of the avalanche effect is that is may allow
accurate pinpointing of the location, size and boundary of
input and output buffers. In FIG. 4, (a) and (b) illustrate the
avalanche effect on the output buffer by changing two difter-
ent bits in the input buffer. Note that, in (a), changing one bit
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in the input changes half the output. Similarly, in (), chang-
ing another bit in the input changes half the output. While
changing different bits in the input buffer results in different
bits changed in the output buffer, the changed bits are cohe-
sive within the fixed output buffer.

It can be determined whether or not a software operation
displays an avalanche effect. Any manner of determining
whether or not a software operation displays an avalanche
effect may be used. In one embodiment, the following pro-
cess, where the input is changed and the output change is
tracked, may be used: Let m=1 and n=1 be the number of
bytes of the input and the output of the cryptographic func-
tion, respectively. Because of the avalanche effect, any single
bit change in the input may cause 4n bits changed in the
output. Those changed 4n bits in the output may be called
“touched” by the bit change in the input. Assume the 4n bits
in the output touched by any bit in the input are random and
independent from each other; then no more than (8n)/(2%) bits
in the output would remain untouched after x>1 different bit
changes in the input. In other words, changing 8 different bits
in the input of a good cryptographic function may leave no
more than half bit untouched in a 128-bit output.

For example, in one embodiment, given the location of
buffers a and b, one can measure the impact of buffer a to
buffer b by repeatedly changing different bits in buffer a and
comparing the corresponding results in buffer b. This method,
however, may not be practical when the location of the input
and the output buffers is unknown. Due to potential inherent
randomness (e.g., using real-time clock value as seed), dif-
ferent runs of one executable may generate different internal
states and outputs with exactly the same input. Therefore, in
another embodiment, in order to detect where there is an
avalanche effect, it may be useful to be able to measure the
impact between any two chosen buffers with only one run of
a given binary executable.

In this embodiment, a particular section of an operation
may be tainted and tracked to determine whether or not there
is any avalanche effect. Thus, if any bit in memory impacts
any other bit in memory during the binary execution, then
there must exist information flow between those two bits. If
the information flow from a given source may be tracked, the
impact between the memory buffers may be measured and the
avalanche effect may be detected with a single run of the
binary executable.

FIG. 5 illustrates a method of identifying a cryptographic
operation, according to an embodiment. In 501, the software
(e.g., malware, binary executable) may be intercepted and run
so that valuable information may be collected. For example,
once a taint source (e.g., information received from the net-
work or a file, certain memory locations) has been chosen, the
propagation of the taint (e.g., any memory, register that has
been impacted by the chosen taint source), and the address
and value of the bytes involved in the taint propagation may
be tracked and recorded. In 505, it can be determined whether
the software exhibits an avalanche effect. For example, the
recorded run-time information from the taint propagation
may be analyzed and checked for patterns of instruction and
memory access for any avalanche effect. Cryptographic func-
tion implementation often stores the input, the output, and the
key in continuous memory buffers due to efficiency consid-
erations. Thus, the avalanche effect between any two given
continuous memory buffers of certain sizes may be identified.
For example, the avalanche effect may be determined as
follows: Given two continuous buffers a[0, . . . m-1] of m
bytesandb[0, ...n-1] of n bytes, if the information flow from
any byte a[i] (i[O, . . . m-1] touches one or more bytes in
bufferb[0, ...n-1], it can be said that a[1] taints bytes in buffer
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b[0, ... n-1]. If there exists the avalanche effect from buffer
al0, . . . m-1] to buffer b[0, . . . n—1], then any bit in buffer
a0, ... m-1] should taint about 4n random bits in buffer b[0,
n-1]. In addition, the bits in buffer b0, . . . n-1] tainted by
each bit in buffer a[0, . . . m-1] should be cohesive within
buffer b[0, . . . n-1]. In other words, any byte a[i] may leave
no more than (8n)/(2%)=n/32 bits untainted in buffer b[o, . . .
n-1]. The probability that any byte a[i] would leave one byte
in buffer b[0, . . . n—1] untainted is:

("]
(&)

Therefore, if there exists the avalanche effect from the
m-byte buffer a to the n-byte buffer b, then every byte in buffer
a would taint virtually every byte in buffer b.

To quantitatively measure the avalanche effect between
two buffers, C(a, m, b, n) may be used to denote the buffer a’s
m-th contribution rate to the n-byte buffer b, which may be
defined as the portion of the first n bytes of buffer b that may
be tainted by every byte from the first m bytes of buffera. C(a,
m, b, n)=100% if and only if there exists the avalanche effect
from the first m bytes of buffer a to the first n bytes of buffer
b.

< (%)64@ =2).

For example, FIG. 6 shows that the m-byte buffer pointed
by pointer a2 has avalanche effect over the n-byte buffer
pointed by pointer b2. Therefore, C(a2, m, b2, n) will be about
100%. Because the bytes between pointers al and a2 do not
have avalanche effect to buffers b1[1, . . . , n-1] and
b2[0, ...,n-1], both C(al, m, b1, n) and C(al, m, b2, n) will
be close to zero. On the other hand, C(a2, m, b1, n)~[(n-(b2-
b1)/n], where n=b2-b1, as buffer a2[0, . . . m-1] does not have
avalanche effect over memory region b1[0, . . . b2-b1+1} but
over memory region b2 [0, . .. n—(b2-b1)+1].

Therefore, if there exists avalanche effect from buffer
al0, ... m-1] to buffer b[O0, . . . n-1], the right values of a, m,
b, and n that make C(a, m, b, n)=100% may eventually be
found by trying different values of a, m, b, and n. This may
allow accurate pinpointing of the location, size, and boundary
of both the input and the output buffers of cryptographic
functions.

In an embodiment, when searching for the avalanche
effect, the bytes that have taint relationships may need to be
considered and aggregated together. This may allow the
search to be efficiently completed.

One challenge in identifying the avalanche effect is that the
location and the size of the input buffer of the cryptographic
operation is unknown. To pinpoint the input buffer, any
memory region and the input sources (e.g., file input and
network input) which could potentially contain the input
buffer of the cryptographic operation may be tainted and the
execution ofthe binary may then be monitored. The execution
history may be viewed as a sequence of routine invocations
ordered by their completion time.

For example, if f, f,, . . ., f,, is the sequence of routine
invocations in which for any 1, f,, ; completes right after f,. For
each routing invocation f;, a set B, may be constructed, which
may contain those tainted buffers that have been updated in or
are still alive when f, completes. The run-time information
collected may contain the snapshot of the value of tainted
buffers, and thus may still be useful even if the cryptographic
input or key have been destroyed right after being used inside
any t.. For each B,, every continuous buffer a in set B, may be
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used as a potential input buffer, and every continuous buffer b
in sets B,,,, B,,,, . . ., B, as the potential output buffer,
respectively. By applying the metrics described above, the
avalanche effect between any two continuous buffers a and b
may be detected. Due to the nature of the avalanche effect the
input buffer and the output buffer of the cryptographic opera-
tion may be correlated (if there is any correlation), and the
exact range of the input buffer and the output buffer may be
discovered even if part of buffers a and b are not involved in
the cryptographic operation.

Referring back to FIG. 5, in 510, based on the detected
avalanche effect patterns, cryptographic operations may be
identified and the location, size and boundary of the initial-
ization vector (IV) buffer, the input buffer, the output buffer,
and any key buffer involved in each of the identified crypto-
graphic operations, and the time when the input, the output
and the key (if any) will be in their corresponding buffers,
may be determined.

Thus, given a continuous buffer a of m bytes, the following
algorithms may be used to detect whether buffer a contains
the input of a cryptographic operation and if yes, further
discover boundary of the input and output buffers. FIG. 7
illustrates a high level algorithm for identifying and recover-
ing the input and the output of block ciphers. Specifically, the
avalanche effect at each routing completion f, may be exam-
ined. A small portion of buffer a from offset j with a length of
k may be examined. The set S may be defined as the intersec-
tion of buffers which are: 1) no less than k bytes, 2) tainted by
bytesa, a,,, ... a,; , at f;. The algorithm may stop either
when there is a block cipher cryptographic operation identi-
fied and all of its corresponding input and output blocks are
recovered, or when all routing invocations are checked and
there is no block cipher identified.

Since a hash function exhibits different dataflow patterns
than block cipher, the algorithm for a hash function, shown in
FIG. 8A, may be slightly different from that for block ciphers.
Recognizing that hash functions usually calculate the hash of
a long buffer piece by piece, all routine invocations may be
repeatedly checked. Ifthere are more bytes which have 100%
contribution to the hash buffer already identified, they may be
aggregated into the input buffer. Once the potential hash
buffer is no longer alive or all routing invocations have been
checked, this buffer may be considered as the final hash
buffer.

Public key cryptographic operations may be handled by the
same algorithm for hash function detection.

Once the location, size, and the boundary of the input and
output buffers of the identified cryptographic operation have
been pinpointed, the content of the input from the snapshot of
the identified input buffer may be recovered right before it is
consumed by the cryptographic operation and the content of
the output from the snapshot of the identified output buffer
may be recovered right after the cryptographic operation has
finalized the output. The input and the output may be recov-
ered even if the generated output overwrites the input buffer.

For example, assume there is a hypothetical general block
cipher XYZ whose block size is 16 bytes. FIG. 8B shows the
sketchimplementation of XYZ’s encryption in ECB chaining
mode. The blockwise encryption may be done in function
XYZ_Encrypt_Block( ). Assume the XYZ block cipher is
used to encrypt a 32-byte plaintext buffer which is part of a
larger buffer 1 in which the first several bytes are not the input
to XYZ_Enc_ECB( ), and the corresponding cipertext is
stored in buffer b. For the sake of simplicity, the plaintext may
have exactly two blocks, so XYZ_Encrypt_Block( ) is
invoked twice. Let I, and I, be the two invocations’ comple-
tion points in the execution history.
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The avalanche effect observed during the execution of
XYZ block cipher encryption is shown in FIG. 9. At I}, as
depicted in FIG. 9(a), when the algorithm of FIG. 7 is applied,
no taint propagation to any part of buffer b may be detected
until the byte at offset al is being examined. Since at I, the
encryption of the first block a[al, al+15] completes, the
avalanche effect from a[al, al+15] to b[0, 15] may be
detected. Furthermore, a[al+16, al+31] doesn’ttaint any part
of buffer b, so the algorithm marks buffer a[al, al+15] as a
block.

The algorithm may then continue at 1,. In FIG. 9(b), after
the second block of the plaintext is encrypted, a new instance
of'avalanche effect from the plaintext to the ciphertext may be
added. When the algorithm in FIG. 7 is applied, in addition to
the previously detected block a[al, al+15], the new ava-
lanche effect from buffer a[al+16, al+31] to buffer b[16, 31]
may be detected and buffer a[al+16, al+31] and buffer b[16,
31] may be added as the new input block and output block
respectively.

As aresult, the algorithm in FIG. 7 may successfully iden-
tify the two block plaintext buffer and the corresponding
cipher-text buffer. The information regarding the two buffers
may be preserved for further processing to identify the mode
and type of the block cipher operation.

The security of cryptography is based on the secrecy of the
key used. In pure software implementation of cryptographic
algorithms, the key may be somewhere in the memory at a
certain time no matter how the key is derived or obtained.
Once a cryptographic operation has been identified, it may be
determined whether a key is involved. If yes, a key is
involved, the key may be identified and recovered.

Thekey will exhibit the avalanche effect on the data output.
However, there are other sources in the memory that could
also have the avalanche effect on the data output, including
one or any combination of the following:

The data input to some cryptographic algorithms (e.g.,

block cipher, hash).

The initialization vector used in the cryptographic opera-
tion.

Internal buffers used in the cryptographic operation.

Some static (or global) data (e.g., S-Box in AES) used in
the cryptographic operation.

Intermediate results in key derivation.

In order to reliably recover the key, the key needs to be
distinguished from the above listed “noise” sources. This may
be done based on the avalanche effect pattern and data live-
ness analysis, using any one or any combination of the fol-
lowing:

The key may be distinguished from the data input: For a
block cipher with multiple blocks of data input, the data
input to the block cipher may be different for a different
block. On the other hand, the same key may be used for
each block.

The key may be distinguished from the initialization vec-
tor: Forablock cipher with multiple blocks of data input,
the initialization vector may be used for the first block
only, while the key may be used for all blocks.

Distinguish the key from the internal buffers used in the
cryptographic operation: While the life span of the inter-
nal buffers in a cryptographic operation is not more than
the life span of the cryptographic operation, the life span
of the key buffer should be more that the life span of the
whole cryptographic operation.

Distinguish the key from the static (or global) data used in
the cryptographic operation: Every byte of the key may
impact the whole cryptographic output. On the other
hand, any byte in the static data (e.g., S-Box in AES) that
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may be used in the cryptographic operation may impact
only a small portion of the cryptographic output.

Distinguish the key from intermediate results in key deri-

vation: For efficiency, the key may be derived once even
if it is used many times. Even if the key may be derived
repeatedly every time before the key is used, the buffer
that has been updated most recently with a life span
longer than the cipher operation may be chosen. In other
words, the candidate key buffer that is closets in time to
the start of the cipher operation may be chosen.

The type of cryptographic operations and their internals
may also be detected. For example, is a cryptographic opera-
tion a hash or a cipher? If a cipher, is it a block cipher or a
stream cipher? If a block cipher, what operation mode is it
using? Is the cipher operation encryption or decryption?

The type may be differentiated using patterns of the exhib-
ited avalanche effect, as these are different for different types.
For example, a hash may be distinguished from a cipher. One
of'the differences between a hash function and a cipher is that
the output size of a cryptographic hash function is fixed while
the output size of a cipher corresponds to the input size.
Therefore, one can determine that the identified crypto-
graphic operation is not a cipher if the output is smaller than
the input involved in the avalanche effect. If the identified
cryptographic operation generates the output of fixed size
with different inputs of different sizes, the cryptographic
operation may likely be a hash.

Due to the avalanche effect, any byte in the hash input may
impact almost all bytes in the hash output. Thus, if the iden-
tified cryptographic operation does not exhibit this pattern, it
is likely not a hash. FIGS. 10(a) and 10(5) illustrate examples
of the different patterns of the avalanche effect between a
hash function and a cipher.

As another example, a stream cipher may be distinguished
from a block cipher. A stream cipher may generate the cipher-
text by combining (e.g., XOR) the cleartext with the pseudo-
random bitstream generated from using the secret key. There-
fore, any byte of the stream cipher input may impact only one
byte of the stream cipher output of corresponding offset, and
any byte in the key may impact the whole pseudorandom
bitstream. In other words, the data input (e.g., cleartext) of a
stream cipher has no avalanche effect on its data output (e.g.,
ciphertext) while its key input does. On the other hand, both
the data input and the key input of a block cipher have the
avalanche effect on its data output. This may enable distin-
guishing of a stream cipher from a block cipher by analyzing
the information flow patterns. Note that certain operation
modes (e.g., Integer Counter Mode) may turn a block cipher
into a stream cipher. The block cipher in such an operation
mode may be considered a stream cipher. FIGS. 10(c) and
10(d) show different patterns of the avalanche effect of a
stream cipher and a block cipher.

In addition to distinguishing the different types of crypto-
graphic operations, block cipher modes of operation may also
be distinguished. When the input to a block cipher is longer
than its block size, the input needs to be partitioned into
multiple blocks before it is able to be processed by the block
cipher. The block cipher mode of operation may determine
how the block cipher operation may be applied to multiple
blocks. Different modes of operation exhibit different pat-
terns of the avalanche effect between the input blocks and the
output blocks. This may provide a way to detect and differ-
entiate the block cipher modes of operation.

For example, given input block X[0, . . . n—1] and output
block Y[O, . . ., n-1], the pattern of the avalanche effect
between them could be:
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1:1—every byte X[i] (i€[0, n-1]) from the input block
X][O, ..., n-1] has 100% contribution rate to only byte

Y[i] in the output block YO, . . ., n-1].

A:n—every byte X[i] (ie[0, n-1]) from the input block
X]O, .. .n-1] has 100% contribution rate to every byte
YT[j] (Ge[O, n-1]) in the output block YO, .. ., n-1].

FIG. 11 shows patterns of the avalanche effect between
input blocks and output blocks under different modes of
operation. For example, the encryption and decryption in
Electronic Codebook (ECB) mode may have exactly the same
pattern of the avalanche effect between the input blocks and
the output blocks: <1: n>. Specifically, every byte in a given
input block may impact every byte in the corresponding out-
put block, and ti may have no impact on any other output
block.

As another example, the pattern of Cipher Block Chaining
(CBC) mode encryption may be <1:n, 1:n, 1:n, . . . >in that
every byte in a given input block may impact every byte in the
corresponding output block and all the subsequent output
blocks. The pattern of the avalanche effect in CBC mode
decryption may be <l:n, 1:1> in that every byte in a given
input block may impact every byte in the corresponding out-
put block and only one byte in the subsequent block.

As another example, the pattern of the avalanche effect in
Cipher Feedback (CFB) mode encryption may be <1:1, 1:n,
1:n...>in that every byte in a given input block may impact
only one byte in the corresponding output block and every
byte in all subsequent output blocks. The pattern of the ava-
lanche effect in CFB mode decryption, may be <1:1, 1:n>in
that every byte in a given input block may impact only one
byte in the corresponding output block and every byte in the
subsequent output block.

As a further example, the encryption and decryption in
output feedback (OFB) mode may have exactly the same
pattern of the avalanche effect between the input blocks and
output blocks: <1:1>. Specifically, every byte in a given input
block may impact only one byte in the corresponding output
block and it may have no impact on any other output block.

Therefore, different modes of operation may be distin-
guished based on the patterns of the avalanche effect as long
as the block cipher input (and/or output) is not less than three
blocks. For example, in an embodiment, no distinction may
be made between block cipher in OFB (and CTR) mode and
stream cipher since OFB (and CTR) mode does turn a block
cipher into a stream cipher.

As FIG. 11 shows, the encryption and decryption of differ-
ent modes may have different patterns of the avalanche effect.
Thus, it can be determined whether a block cipher is encryp-
tion and decryption in some circumstances (e.g., if it is in
CBC and/or CFB mode). For block cipher in ECB mode, the
encryption and the decryption may have exactly the same
pattern of the avalanche effect: <1:n>. Nevertheless, the
encryption may be distinguished from the decryption in ECB
mode as long as there exists any padding in the last block of
the plaintext. Because the padding may be generated from the
encryption code, it may have different sources of information
flow than the “real” plaintext. The last block of the input to the
block cipher encryption may be the padded plaintext, and the
last block of the input to the block cipher description may be
the ciphertext. Therefore, ifthe source of the input to the clock
cipher is tainted, only part of the last block of the input (the
plaintext) to the block cipher encryption may be tainted (the
padding part may not be tainted), and the whole last block of
the input (the ciphertext) to the block cipher decryption may
be tainted. This may allow the encryption to be distinguished
from the decryption for block ciphers in ECB mode.



US 9,160,524 B2

9

While various embodiments have been described above, it
should be understood that they have been presented by way of
example, and not limitation. It will be apparent to persons
skilled in the relevant art(s) that various changes in form and
detail can be made therein without departing from the spirit
and scope. In fact, after reading the above description, it will
be apparent to one skilled in the relevant art(s) how to imple-
ment alternative embodiments. Thus, the present embodi-
ments should not be limited by any of the above described
exemplary embodiments.

In addition, it should be understood that any figures which
highlight the functionality and advantages are presented for
example purposes only. The disclosed methodology and sys-
tem are each sufficiently flexible and configurable such that
they may be utilized in ways other than that shown.

Although the term “at least one” may often be used in the
specification, claims and drawings, the terms “a”, “an”, “the”,
“said”, etc. also signify “at least one” or “the at least one” in
the specification, claims and drawings.

It should be noted that Applicant has, for consistency rea-
sons, used the phrase “comprising” throughout the claims
instead of “including, but not limited to”. However, it should
be noted that “comprising” should be interpreted as meaning
“including, but not limited to”.

Further, the purpose of the Abstract of the Disclosure is to
enable the U.S. Patent and Trademark Office and the public
generally, and especially the scientists, engineers and practi-
tioners in the art who are not familiar with patent or legal
terms or phraseology, to determine quickly from a cursory
inspection the nature and essence of the technical disclosure
of the application. The Abstract of the Disclosure is not
intended to be limiting as to the scope in any way.

Finally, it is the applicant’s intent that only claims that
include the express language “means for” or “step for” be
interpreted under 35 U.S.C. 112, paragraph 6. Claims that do
not expressly include the phrase “means for” or “step for” are
not to be interpreted under 35 U.S.C. 112, paragraph 6.

What is claimed is:

1. A computerized method for identifying at least one
cryptographic operation from binary software code, compris-
ing:

performing processing associated with discovering and

identifying, at least one cryptographic operation from
execution of the binary software code, the binary soft-
ware code being run on a processor;
performing processing associated with discovering and
identifying at least one buffer and at least one corre-
sponding boundary for each identified cryptographic
operation in the binary software code, the at least one
buffer comprising: at least one initialization vector (IV)
buffer, at least one input buffer, at least one output buffer,
or at least one key buffer, or any combination thereof;

performing processing associated with discovering and
identifying at least one cryptographic secret, the at least
one cryptographic secret being transient in memory,
and/or comprising: at least one initialization vector (IV),
cryptographic input, cryptographic output, or at least
one cryptographic key; or any combination thereof; and

performing processing associated with determining a start
time and an end time for when a cryptographic secret of
the identified cryptographic operation is in the at least
one identified buffer.

2. The method of claim 1, further comprising:

performing processing associated with recovering the at

least one identified cryptographic operation; at least one
mode of operation, or at least one order of execution, or
any combination thereof.
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3. The method of claim 1, wherein boundary information
for each identified cryptographic operation is determined if
the identified cryptographic operation is nested in between
multiple other cryptographic operations.

4. The method of claim 2, wherein operation modes of at
least one identified block cipher operation are identified, the
operation modes comprising: electronic codebook (ECB),
cipher block chaining (CBC), cipher feedback (CFB) or out-
put feedback (OFB), or any combination thereof.

5. The method of claim 4, further comprising performing
processing associated with determining whether the at least
one identified block cipher operation is encryption or decryp-
tion.

6. The method of claim 1, wherein an avalanche effect is
identified, the avalanche effect being a desired property of
cryptographic function such that one bit change in the input or
key causes significant change in the output.

7. The method of claim 6, wherein the avalanche effect is
determined by: comparing different input and output; and/or
using a taint analysis.

8. The method of claim 1, further comprising:

performing processing associated with determining for

each identified cryptographic operation: at least one
location, at least one size, or at least one boundary, or any
combination thereof of: the at least one IV buffer, the at
least one input buffer, the at least one output buffer, or
the at least one key buffer, or any combination thereof.

9. The method of claim 8, further comprising performing
processing associated with determining whether at least one
key is used in each identified cryptographic operation, and if
so, performing processing associated with recovering the at
least one key.

10. A computerized system for identifying one or more
cryptographic operations from binary software code, com-
prising:

a processor configured for:

performing processing associated with discovering and

identifying, at least one cryptographic operations from
execution of the binary software code, the binary soft-
ware code being run on a processor;
performing processing associated with discovering and
identifying at least one buffer and at least one corre-
sponding boundary for each identified cryptographic
operation in the binary software code, the at least one
buffer comprising: at least one initialization vector (IV)
buffer, at least one input buffer, at least one output buffer,
or at least one key buffer, or any combination thereof;

performing processing associated with discovering and
identifying at least one cryptographic secret, the at least
one cryptographic secret being transient in memory,
and/or comprising: at least one initialization vector (IV),
cryptographic input, cryptographic output, or at least
one cryptographic key; or any combination thereof; and

performing processing associated with determining a start
time and an end time for when a cryptographic secret of
the identified cryptographic operation is in the at least
one identified buffer.

11. The system of claim 10, wherein the processor is fur-
ther configured for:

performing processing associated with recovering the at

least one identified cryptographic operation; at least one
mode of operation, or at least one order of execution, or
any combination thereof.

12. The system of claim 10, wherein boundary information
for each identified cryptographic operation is determined if
the identified cryptographic operation is nested in between
multiple other cryptographic operations.
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13. The system of claim 11, wherein operation modes of at
least one identified block cipher operation are identified, the
operation modes comprising: electronic codebook (ECB),
cipher block chaining (CBC), cipher feedback (CFB) or out-
put feedback (OFB), or any combination thereof.

14. The system of claim 13, wherein the processor is fur-
ther configured for determining whether the at least one iden-
tified block cipher operation is encryption or decryption.

15. The system of claim 10, wherein an avalanche effect is
identified, the avalanche effect being a desired property of
cryptographic function such that one bit change in the input or
key causes significant change in the output.

16. The system of claim 15, wherein the avalanche effect is
determined by: comparing different input and output; and/or
using a taint analysis.

17. The system of claim 10, wherein the processor is fur-
ther configured for:

performing processing associated with determining for

each identified cryptographic operation: at least one
location, at least one size, or at least one boundary, or any
combination thereof of: the at least one IV buffer, the at
least one input buffer, the at least one output buffer, or
the at least one key buffer, or any combination thereof.

18. The system of claim 17, wherein the processor is fur-
ther configured for performing processing associated with
determining whether at least one key is used in each identified
cryptographic operation, and if so, performing processing
associated with recovering the at least one key.
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19. The method of claim 1, wherein the at least one corre-
sponding boundary comprises a start time and an end time for
the at least one cryptographic operation.

20. The system of claim 10, wherein the at least one cor-
responding boundary comprises a start time and an end time
for the at least one cryptographic operation.

21. The method of claim 1, wherein the boundary informa-
tion comprises a start location and an end location of the at
least one buffer.

22. The system of claim 10, wherein the boundary infor-
mation comprises a start location and an end location of the at
least one buffer.

23. The method of claim 8, performing processing associ-
ated with recovering at least one transient cryptographic
secret of each identified cryptographic operation that will be
immediately destroyed and/or encrypted after run-time use,
the at least one transient cryptographic secret comprising: at
least one transient IV, at least one input, at least one output, or
at least one key, or at least one cryptographic secret, or any
combination thereof.

24. The system of claim 17, performing processing asso-
ciated with recovering at least one transient cryptographic
secret of each identified cryptographic operation that will be
immediately destroyed and/or encrypted after run-time use,
the at least one transient cryptographic secret comprising: at
least one transient IV, at least one input, at least one output, or
at least one key, or at least one cryptographic secret, or any
combination thereof.



